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Abstract

In this thesis the dynamics of cold gaseous atoms is studied. Two di�erent
atomic species and two di�erent experimental techniques have been used.

In the �rst part of the thesis experiments with Bose-Einstein conden-
sates of 87Rb are presented. In these experiments the methods of laser
cooling and magnetic trapping of atoms were utilized. An atom chip was
used as the experimental technique for implementation of magnetic trap-
ping. The atom chip is a small integrated instrument allowing accurate
and detailed manipulation of the atoms.

The experiments with 87Rb probed the behaviour of a falling beam of
atoms outcoupled from the Bose-Einstein condensate by electromagnetic
�eld induced spin �ips. In the experiments a correspondence between the
phases of the outcoupling radio frequency �eld and the falling beam of
atoms was found.

In the second part of the thesis experiments of spin dynamics in cold
atomic hydrogen gas are discussed. The experiments with atomic hydro-
gen are conducted in a cryostat using a dilution refrigerator as the cooling
method. These experiments concentrated on explaining and quantifying
modulations in the electron spin resonance spectra of doubly polarized
atomic hydrogen. The modi�cations to the previous experimental setup
are described and the observation of electron spin waves is presented. The
observed spin wave modes were caused by the identical spin rotation e�ect.
These modes have a strong dependence on the spatial pro�le of the polar-
izing magnetic �eld. We also demonstrated con�nement of these modes in
regions of strong magnetic �eld and manipulated their spatial distribution
by changing the position of the �eld maximum.
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Chapter 1

Introduction

The fundamental concept behind quantum physics is that everything hap-
pens in discrete steps. For every change in every system there are always
discrete states between which the changes happen. This is however not
what we experience when we observe the everyday world around us. We see
smooth transitions instead of abrupt or graduated changes. The seemingly
continuous �ow of the world around us follows from the unimaginably large
number of these quantum states and their interactions involved in even the
tiniest of events we can perceive.

If we want to test the predictions of quantum physics we need to simplify
the system we are going measure. We need to limit the number of available
states. One way of doing this is to lower the temperature of the system
we are going to study. A prime example of this is the phenomenon of
Bose-Einstein condensation in which a single quantum state is occupied by
millions of atoms. In cold temperatures, i.e. systems with low energies,
also the wave particle dualism of matter becomes a prominent feature of
the system.

The wave nature of matter was studied in the experiments conducted
with 87Rb described in chapter 2. The experiments were done in the atom
optics laboratory in the University of Queensland, in Brisbane, Australia.

Lowering the temperature also a�ects the way atoms interact with each
other. For example, at low enough temperatures only certain types of scat-
terings between atoms in a gaseous sample are possible. Under appropriate
conditions these limitations have macroscopic in�uence on the behaviour
of the sample.

In chapter 3 experiments with atomic hydrogen gas conducted at the
University of Turku are presented. In these experiments, in addition to
bringing out quantum characteristics of the interactions, the low tempera-
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ture in its part allows stabilizing a spin polarized gaseous sample of atomic
hydrogen against recombination to molecules. As hydrogen is the simplest
of elements, a single electron circling around a single proton, it is also a
good testing ground for theories. Especially because the interaction poten-
tials can be accurately calculated from the theory.

In the experiments with atomic hydrogen the dynamics of the electron
spin were studied. The quantum mechanical spin is a fundamental char-
acteristic of the quantum state of a particle. For the �rst time collective
excitations called spin waves of electron spin were observed.
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Chapter 2

Studies with 87Rb Bose-Einstein

condensates

2.1 Brief introduction BEC and atom laser ex-

periments

2.1.1 From �rst BEC observations to atom lasers

The �rst Bose-Einstein condensates (BEC) were observed in dilute gases of
alkali metals in 1995 [1, 2, 3], seventy years after theoretical prediction by
Einstein [4, 5] based on �ndings by S. N. Bose [6]. This achievement was
the onset of a whole new �eld of experimental quantum physics. A BEC is a
macroscopic entity being comprised of millions of atoms, but because all the
atoms in a BEC occupy the same quantum state, the collective behaviour
of these atoms follow the time evolution of a single wave function.

From an experimental point of view, a BEC can therefore be seen as a
bridge over the gap between classical and quantum physics. By observing
the dynamics of a Bose-Einstein condensate the e�ects of quantum physics
can in many occasions be detected in a single measurement rather than
building an ensemble via numerous repetitions. An example is the probing
of the phase coherence properties of a BEC, which were among the early
condensate experiments [7, 8] and theoretical analyses [9, 10]. The long co-
herence length of a BEC naturally renders the possibility for experimenting
with the wave-nature of matter, which was postulated by de Broglie in 1925
[11] and for the �rst time experimentally con�rmed using electrons in [12].
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2.1.2 Atom laser experiments, a brief review

Relatively soon after the �rst successful BEC experiments it was estimated
that by outcoupling atoms from this coherent source pulses and beams
of atoms, i.e. matter waves, with long coherence lengths could be gener-
ated [13, 14, 15]. In an analogy to the traditional photon laser, the BEC
acts as the cavity and the chosen method of outcoupling works as the semi-
transparent mirror. Therefore quite appropriately, the coherent outcoupled
beam of atoms falling under gravity is often referred to as an atom laser.
The �rst experimental demonstration of an atom laser based on a BEC is
described in reference [16]. Very soon after this initial observation other
experiments utilizing various techniques followed [17, 18]. Simultaneously
also the theory of atom lasers was advancing [19, 20, 21, 22, 23]. In the �rst
atom laser experiments the outcoupling process was more or less pulsed,
but in 1999 Bloch et al. demonstrated an atom laser with continuous out-
coupling [24] and soon after they used the technique with a dual frequency
rf �eld to measure the spatial coherence of a condensate [25]. The results
were theoretically analysed in reference [26].

During the �rst years of the new millennium several other atom optical
experiments with atom lasers followed [27, 28, 29, 30, 31, 32]. Even though
the outcoupling in these experiments was already continuous, the duration
of the outcoupling was still limited due to the fact that the size of the con-
densate was �nite. In 2008 Robins et al. for the �rst time demonstrated a
pumped atom laser in an experiment where the BEC used as the atom laser
cavity was fed from another, spatially separate condensate [33]. During the
same year an atom laser was also used for probing another condensate [34].

2.1.3 The experimental technique: an atom chip

The gaseous alkali BEC experiments have since the beginning utilized the
experimental methods of laser cooling, magnetic trapping, and often detec-
tion by imaging the cloud of atoms with a laser pulse and a CCD camera.
The gaseous BEC experiments have to be implemented in free space, or
more accurately in a vacuum as good as technically feasible, and therefore
only magnetic �eld minima can be used for trapping the atoms.

In the �rst magneto-optical traps (MOT) for neutral atoms [35] the six
orthogonal cooling and trapping laser beams crossed in free space inside
the vacuum chamber and the magnetic �eld minimum for �nal trapping
was created with macroscopic coils. In these setups the experiment cycle
times were long and further manipulation of the BEC was challenging.
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Figure 2.1: Absorption image of an atom laser beam and the condensate it
originated from. A weak outcoupling �eld has been on for several millisec-
onds producing a steady stream of atoms from the BEC. Consequently, after
a short break with zero outcoupling and a few milliseonds before imaging,
the condensate has been released from the trap. The data for this image is
recorded by the author in the atom optics laboratory of the University of
Queensland.

Microscopic traps for neutral atoms had been suggested already in 1995
[36] and cold atoms had been manipulated with microelectronics before
[37, 38, 39, 40, 41, 42], but it was in 2001 when Hänsel et al. [43] and Ott et
al. [44] showed that it was possible to create a BEC using micro-fabricated
current carriers on the surface of a substrate. These planar current carrier
structures, aka. atom chips allowed the creation of steeper magnetic �eld
gradients and curvatures, and therefore tighter traps, as the �eld minimum
used for trapping was brought closer to the current carrier. The geometry
of the trap is a very important factor in achieving a gaseous alkali BEC
because of the density (n) dependence of the key parameter, the phase-space
density ρ = nΛ3. The other factor, the thermal de Broglie wavelength
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Λ, is related to the temperature as 1/
√
T . In addition to o�ering more

favourable conditions for BEC creation, the promising versatility of atom
chips as experimental tools for matter waves was demonstrated in 2002 in
a proposal for a matter wave interferometer [45] and in an experiment with
a magnetic waveguide on an atom chip [46]. During the same year already,
reviews on the subject were published [47, 48], followed later by e.g. [49]
and even an entire book dedicated to atom chips [50].

The small distance between the trapped atoms and material surfaces
including the current carrying wires introduces its own set of challenges,
some of them predicted already in 1999 by Henkel et al. [51, 52] and later
further analysed in references [53, 54]. Simultaneously experiments with
cold gases and BECs were successfully conducted in microtraps, not only
con�rming the existence of surface induced perturbations [55, 56, 57, 58,
59], but also showing that the decoherence and fragmentation problems
could be overcome by re�ning experimental techniques [60, 61, 62, 63, 64,
65], including the realization [66, 67, 68] and theoretical analysis [69] of
superconductive atom chips.

Towards the end of the �rst decade of the 21st century more and more
sophisticated experiments utilizing atom chips were conducted. These in-
clude mounting an optical cavity on the atom chip [70], studying the co-
herence dynamics of 1D quasi-condensates [71], atom chips with microwave
wave-guides [72], an atom chip with optical �bre for single atom detection
[73], using an atom chip for studies of spin-squeezing and entanglement [74]
and recently a study of Hanbury Brown and Twiss correlations across the
Bose-Einstein condensation threshold [75].

2.2 Our experiments

The atom chip used in the experiments for paper I is described in more
detail in reference [76] and the rest of the experimental setup in reference
[77].

2.2.1 Magneto-optical trap, pre-cooling

The particular MOT used in the experiments done for paper I was a
mirror-MOT, where two of the six orthogonal laser beams are replaced
by re�ections from a mirror. In this setup the mirror was a silver foil,
into which the conductors needed for the creation of magnetic trapping
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potential were machined. The initial magneto-optical trapping and cooling
happened therefore near the surface of the atom chip.

s
-s

+

I

I

Chip

Laser Beams

Magnetic Field Lines

Figure 2.2: Laser alignment and the magnetic �eld of the anti-Helmholtz
coils in a mirror-MOT. Figure from reference [78].

2.2.2 Magnetic wire trap, �nal cooling

The �nal stage of trapping in the atom laser experiments for paper I were
performed by utilizing magnetic forces only. A spatially inhomogeneous
magnetic �eld exerts a force on an atom with a reasonably strong magnetic
moment µ, according to F = ∇(µ ·B).

In contrast to the quadrupole �eld of a MOT created with coils in anti-
Helmholtz con�guration, the local �eld minimum in a wire trap is produced
as the sum of a uniform �eld created by Helmholtz coils and a �eld due
to a current carrying wire. The wire is positioned perpendicular to the
Helmholtz �eld and these two �elds will exactly cancel each other at a
certain distance from the wire. In addition to these two �elds an extra bias
�eld, perpendicular to the trapping Helmholtz �eld, is introduced in order
to prevent losses from the trap due to Majorana spin �ips [79, 80]. It is the
magnitude of this extra �eld that de�nes the resonance conditions for the
transitions between the Zeeman sub-states.

Because of the small size of the BEC it is su�cient to characterise
the trap as a harmonic potential, even if the macroscopic pro�le of the
magnetic �eld magnitude is certainly not parabolic. In atom chip experi-
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ments utilizing a wire trap, due to the geometry of the trapping wire, the
magnetic �eld minimum is often very elongated, resulting in cigar-shaped
condensates. By tuning the currents, regimes ranging from nearly one-
dimensional quasi-condensates [81] all the way to fully phase coherent 3D
condensates can be generated.

Once the pre-cooled cloud of atoms is loaded into this purely magnetic
trap further cooling is achieved by a method called evaporative cooling
[82]. In forced evaporative cooling the highest energy atoms are selectively
�ipped to non-trapping magnetic states by a radio frequency �eld.

Magnetic trap details

The wire-trap with a "Z" con�guration, as described in e.g. [37], provided
an elongated, or cigar-shaped, �eld minimum with trapping frequencies
around 6-7 Hz in axial direction and up to ≈ 1000 Hz in the radial. In
the experiments a radial trapping frequency between ≈ 100 and 500 Hz
was usually chosen in order to avoid fragmenting of the BEC due to small
spatial separation from the imperfect conductors. Also, with high aspect
ratios the one-dimensionality of the BEC starts to have a strong in�uence
on the phase coherence of the condensate.

Because a fully phase coherent 3D condensate was preferred for the
outcoupling experiments, a �nal stage trap with axial frequency 6.7 Hz
and radial frequency 160 Hz was chosen.

2.2.3 RF outcoupling

The same setup for the radio frequency �eld used for evaporative cooling
during the preparation stage of the experiment can also be used for energy-
selective outcoupling from within the BEC. While outcoupling, the rf �eld
frequency is simply tuned to resonance with the bottom of the trap where
the BEC is, rather than to a higher frequency, as with evaporative cooling.

2.2.4 Detection

An often used method for detecting the BEC is time-of-�ight imaging. In
this method the trapped cloud of atoms is released from the trap and after
a short period of ballistic �ight it is imaged with a short laser pulse and
a CCD array. This method of imaging is destructive, i.e. the BEC is lost
after each detection. The ballistic �ight is usually needed for expanding
the cloud since trapped BECs are, while macroscopic compared to single



18

atoms, still too small (≈ 1µm) to be imaged directly without special ar-
rangements. After ballistic expansion only modest magni�cation is needed
before imaging.

In outcoupling experiments a ballistic expansion also provides the im-
portant time resolution, as the distance the outcoupled atoms have travelled
after leaving the BEC directly corresponds to the amount of time that has
passed since the outcoupling took place.

During ballistic expansion the kinetic energy distribution of the trapped
cloud starts to a�ect the imaged spatial distribution. The shape of the
detected cloud depends on the time delay between releasing the atoms and
recording the image. Apart from an initial kick due to repulsive atom-atom
interactions within the condensate, the only force a�ecting the atoms in an
atom laser is gravity.

The method used for imaging the cloud of atoms in the experiments
described in paper I is called absorptive imaging. In absorptive imaging a
weak resonant laser beam is directed through the BEC straight towards the
CCD array and a 2D shadow of the atomic cloud is recorded. By properly
selecting the laser power, exposure time, and CCD sensitivity the atomic
density can be accurately extracted from the luminance data within the
shadow area.

2.2.5 Choice of atomic species

Because of its favourable physical properties [83] 87Rb has been widely used
in BEC experiments from the beginning [1]. As with all the other alkalis, it
is the single outer electron that de�nes the level structure and corresponding
electric and magnetic interactions available for experimental manipulation.

The energy separation between the two �ne structure levels, 52S1/2 and
52P3/2 corresponds an optical wavelength of ≈ 780 nm, which is experi-
mentally convenient due to readily available diode lasers.

Of the two hyper�ne levels of the ground state 52S1/2, corresponding to
total spins F = 1 and F = 2, F = 1 was utilized in the experiment. In a
magnetic �eld this state further splits into three magnetic (Zeeman) sub-
states, of which the state with mf = −1 is a low �eld seeker and therefore
trappable in a magnetic �eld minimum. The state with mf = 1 is a high
�eld seeker and is therefore repelled from the magnetic �eld minimum and
atoms ending up on it are usually not seen during detection. In an atom
laser it is the atoms on the sub-state with mf = 0 that fall freely under
gravity and form the coherent matter wave beam.
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2.2.6 Atom laser experiments

The experiments described in paper I were inspired by the beautiful re-
sults of I. Bloch et al. described in reference [25]. The aim of the study
was to examine in more detail the relationship between a dual frequency
outcoupling rf �eld and the resulting interference pattern of the matter
waves.

The two subjects of special interest were how the phase and beat fre-
quency of the interfering matter waves relate to the phase and frequency
di�erence between the outcoupling rf �elds.

In order to be able to directly compare the behaviour of outcoupled
atoms to the temporal distribution of the outcoupling rf �eld amplitude,
the vertical spatial axis of the absorption images were scaled according to
tz =

√
2(z − z0)/g, as shown in �gure 3 of paper I.

Through the analysis of the results it became clear that the beat fre-
quency and the phase di�erence of the interfering matter wave beams
matched exactly those of the outcoupling rf �elds. This is a very reasonable
outcome from the point of view of energy conservation.

2.2.7 Theoretical analysis and numerical simulations

In paper II the outcoupling scenario with weak single and dual frequency
rf outcoupling was studied using a wave-packet method. It was shown that
the wave-packets consisting of uncountable sets of individually unphysi-
cal eigenstates (Airy functions) can accurately and meaningfully present a
physical solution.

In addition to the analytical results presented in paper II the outcou-
pling scenario was simulated numerically in one spatial dimension for the
three Zeeman sub-states mf = −1, 0,+1. The scaled equations of motion
for the three states involved are:

i
∂ψ1(z, t)

∂t
= −1

2
∇2ψ1 +

(
V1 + gint |ψ|2

)
ψ1 +

Ωrfψ2√
2

(2.1)

i
∂ψ2(z, t)

∂t
= −1

2
∇2ψ2 +

(
V2 + gint |ψ|2

)
ψ2 +

Ωrfψ1√
2

+
Ωrfψ3√

2
(2.2)

i
∂ψ3(z, t)

∂t
= −1

2
∇2ψ3 +

(
V3 + gint |ψ|2

)
ψ3 +

Ωrfψ2√
2

(2.3)

Here gint is the scaled 1D contact interaction term, Ωrf the Rabi frequency
related to the coupling rf �eld and V1, V2 and V3 are the harmonic trapping



20

potential, linear gravitational potential and harmonic anti-trapping poten-
tial, accordingly. |ψ|2 = |ψ1|2 + |ψ2|2 + |ψ3|2 is the total density. The sim-
ulations were run for both interacting and noninteracting (gint = 0) cases.
Because of the �nite spatial grid in the simulations, absorptive boundary
conditions were introduced within the potentials V1, V2 and V3 by adding
imaginary components to the ends of the grid. The initial state for the sim-
ulations was calculated using the imaginary time evolution method. The
match between the analytical solutions on the simulations was very good,
as presented in �gure 7 of paper II. In �gure 8 simulation results with gint
corresponding to 105 87Rb atoms in the given potential are shown. While
these results qualitatively provide a match between the analytical results
and simulations with gint = 0, clear di�erences are also visible, especially
at the beginning and end of the outcoupled stream of atoms. The simu-
lations were implemented with XMDS [84], which provided both an easy
human readable scripting language and fast and error free code for the
computation.

2.2.8 Studies of condensate formation in a dimple trap

Even though there has been a multitude of experiments with Bose-Einstein
condensates ever since the �rst observations in 1995, the understanding of
the full dynamics of condensate formation has been less than complete.
Already in 1998 Miesner et al. conducted experiments showing signs of
bosonic stimulation within the formation [85]. Later experiments probing
the onset of a BEC include e.g. observing the formation of long-range order
by Ritter et al. [86] and population and phase coherence growth by Hugbart
et al. [87].

In paper III the dynamics of condensate formation is studied. Instead
of lowering the temperature of the sample by evaporative cooling in a �xed
potential below the critical temperature to form a condensate, the cooling
was stopped just before reaching the transition temperature. Consequently
the shape of the trapping potential was changed in order to increase the
phase-space density enough to form a partial condensate, as previously de-
scribed by Stamper-Kurn et al. [88]. The idea of adiabatically changing
the phase-space density of Bose gases was already introduced before with
spin polarized atomic hydrogen by Pinkse et al. [89]. The additional trap-
ping potential (dimple) was created by introducing a tightly focused, far
red-detuned, laser crossing the magnetically trapped cloud of cold atoms
perpendicular to the weak trapping dimension. The �nal trap where the



21

Figure 2.3: Schematic of the potentials for the three magnetic sub-states
labeled as |T 〉 , |U〉 and |a-T 〉 for the trapped, untrapped (free-falling) and
anti-trapped (expelled by the magnetic �eld) states. The two outcoupling
rf �elds ωrf,1 and ωrf,2 de�ne resonance energies Eres1 and Eres2 in the
untrapped state. The same rf �elds also couple the free-falling states to
anti-trapped sub-states (mf = 1).

BEC was formed was therefore a combination of a magnetic atom chip trap
and an optical dipole trap [90]. Similar technique, albeit with all-optical
trapping, has been used to create Cs condensates by Weber et al. [91].
Because the optical elements for the dipole trap were not incorporated into
the atom chip but were located outside the vacuum chamber, changing the
trapping parameters, i.e. the width of the focal point, was relatively easy
allowing experiments with various trap geometries. This combined use of
built-in micro-manipulation techniques within the sealed vacuum chamber
and external adjustable optics serves, for its part, as an example of the
growing complexity of the experimental setups necessary for modern quan-
tum physics experiments.
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Figure 2.4: Schematic view of the atom cloud in a Z-wire magnetic trap,
the laser beam for the optical dipole trap and the potential produced as a
combination of these trapping techniques. In the real experiment the atom
cloud is "hanging" below the chip.
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Chapter 3

Spin waves in atomic hydrogen

3.1 Background

3.1.1 Motivation: unexplained disturbances

The motivation for the electron spin wave experiments was to further our
understanding of the phenomenon that was causing the peculiar line shapes
during the previous experiments on the clock shift, discussed in paper IV
and in reference [92]. The modulation of the absorption and dispersion
signals due to these assumed spin wave peaks was under certain circum-
stances limiting the accuracy of the line shift measurements. Therefore a
more detailed study was planned.

3.1.2 Two kinds of interactions

At the beginning of the spin wave experiment analyses two di�erent spin
transfer mechanisms were considered as the possible sources for the modu-
lations in the spectra:

1. Spin waves due to long range dipolar interaction which are also known
as magnetostatic, or Walker, modes [93, 94, 95].

2. Spin waves due to the exchange interaction, also referred to as the
identical spin rotation e�ect (ISRE) [96, 97, 98].

The magnetostatic modes can be understood in classical terms as a
result of the magnetic dipole-dipole coupling between the spins. In a mag-
netized medium excited with an inhomogeneous rf �eld this coupling can
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result in spatial modulations in the magnetization, which in turn cause
modulations within the ESR spectrum.

The identical spin rotation e�ect, in contrast, is fundamentally a quan-
tum phenomenon, as it is a direct consequence of the (in)distinguishability
of the colliding atoms in binary collisions.

Even though the underlying physics behind these two spin transfer
mechanisms are di�erent, they can, under appropriate conditions, lead to
similar structures in the recorded spectra. It was only after analysing var-
ious experimental scenarios that conclusive evidence about the nature of
certain types of modulations in the spectra measured in our experiments
was found.

3.1.3 Magnetostatic spin waves

The history of magnetostatic spin waves dates back to the year 1956 when
White et al. [93] and Dillon et al. [99] reported their experiments on
ferromagnetic resonance in ferrites. Soon after Mercereau and Feynman
[94] and L. R. Walker [95] provided theoretical explanation for the multiple
resonances seen in these experiments with spheroidal samples.

In his article Walker showed that by making the magnetostatic approx-
imation

∇×H = 0 (3.1)

∇ ·B = 0 (3.2)

it followed from the Landau-Lifshitz equation

dM

dt
= γe (M×H) (3.3)

that there were standing wave solutions of the magnetization according to
the wave equation (

λi

(
∂2

∂x2
+

∂2

∂y2

)
+

∂2

∂z2

)
Ψi = 0 (3.4)

within the magnetized sample induced by the external rf �eld. The struc-
ture and frequency of these magnetostatic modes depends only on the
shape, size and saturation magnetization of the sample. The equations
will be explained in more detail in section 3.3.5.

In 1960 it was also recognized by Eshbach and Damon [100] that in
addition to the modulations within the volume of the magnetized medium,
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there were modes concentrating on the surface of the magnetized sample,
and that the full magnetostatic spin wave spectrum was the combination
of these. In addition to the special case of a spherical sample considered
in the early studies, in the early 1960s the theory of the resonances and
propagation characteristrics of magnetostatic waves were studied in other
geometries [101, 102, 103, 104, 105, 106], as the shape and size of the sample
as well as the direction of magnetization are the key elements de�ning the
magnetostatic Walker mode spectrum. Later more detailed analyses of
the magnetostatic modes have been carried out, especially in the �eld of
solid state physics of thin �lm structures, e.g. references [105, 107, 108],
because of the important applications in microwave signal processing and
magnetic recording devices. Another somewhat more recent experiment
with magnetostatic waves is the observation of magnetostatic modes in
solid 3He [109].

Other more recent examples of magnetostatic spin wave studies include
the utilization of variational calculus, �nite element method, and other
computational tools in the analysis [110, 111, 112]. Also, there has been
studies incorporating both dipole and exchange spin waves within the same
analysis [113].

3.1.4 Spin waves in quantum gases

Identical spin rotation spin waves in gases

The identical spin rotation e�ect becomes important as a source of collective
spin excitations in the regime of quantum gases, in which the de Broglie
wavelength of the atoms exceeds the (hard sphere) scattering length of the
atom, but the system is not necessarily degenerate.

As is concisely explained in e.g. the references [114, 115, 116], the ISRE
can be brie�y summarized as follows: The wave function of a particle with
a spin that is tilted from the quantization axis (due to an exciting rf �eld)
has components of both parallel (with the magnetic �eld) and anti-parallel
spins. In a collision these two components will acquire di�erent phase
shifts depending on the amplitude di�erences of the corresponding compo-
nents of the other colliding particle. This follows from the fact that the
quantum mechanical scattering process between indistinguishable particles
(alike components) is di�erent compared to the scattering process between
unidentical particles (components with opposite spins). The general e�ect
of these phase shifts is the rotation of the spins of both of the colliding
particles around the sum of the combined total spin. The total spin of
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the colliding particles is preserved in the process. Cumulatively these spin-
rotation events can lead to the propagation of ISR spin waves, i.e. collective
excitations, again resulting in modulations in the measured spectra.

The onset of identical spin rotation e�ect spin waves in dilute gases
took place in the beginning of 1980s when Lhuillier and Laloë introduced
the concept of ISRE in reference [97] and derived the equation for the spin
orientation current based on it [98]. They deliberately used a notation
matching to the equation Leggett had previously derived for the spin den-
sity in liquid 3He [117] to emphasize the similarity, even if the origins of the
important coe�cients (the dimensionless quality factor µ and spin di�usion
constant D0) were explained in a slightly di�erent manner. The linearized
approximation of this hydrodynamic equation of motion for the transversal
magnetization in the rotating frame as presented in [117] (and in relevance
to hydrogen experiments, but with slightly di�ering terms in the appendix
of [114]) is

∂S+

∂t
=
D0(1− iµεSz)

1 + µ2S2
∇2S+ + γδH0S+ (3.5)

where, in addition to µ and D0, S and Sz are a measure of the spin-
polarization, ε is +1 for bosons and −1 for fermions, γ is the gyromagnetic
ratio, δH0 is the magnetic �eld deviation from its average value and

S+ = Sx + iSy (3.6)

where Sx and Sy are the components of the transversal magnetization in
spin space. The �rst prediction of spin waves in quantum gases was actually
by Bashkin in 1981 [96], but he did not use the concept of ISRE.

A little later in a third article Lhuillier calculated in more detail the
phase shifts during collisions in 3He and in spin polarized hydrogen and
deuterium [118]. The �rst observations of ISRE spin waves followed soon
after in gaseous 3He [119, 120], 3He -4He mixture [121] and H↓ [122]. Al-
ready in 1984 Lévy and Ruckenstein provided a quasiparticle description
[123] to these spin oscillations emphasizing the connection to the molecu-
lar �eld description previously used with degenerate Fermi liquids, such as
liquid 3He. They also considered the phenomenon of Bose-Einstein conden-
sation of these quasiparticles. Other theoretical investigations that followed
included the detailed analysis of ISRE spin waves in various regimes with
atomic hydrogen [114], consideration of 2D spin waves in atomic hydro-
gen adsorbed on a super�uid 4He �lm [124] and a study of hydrodynamic
properties of magnetization oscillations [125]. At the end of the decade a
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more detailed experiment of the nuclear spin waves in atomic hydrogen was
published by Bigelow et al. [126] showing that the waves survive even in
the Knudsen regime.

After a hectic decade during the eighties there was a relatively quiet
period in gaseous ISRE spin wave research. A new wave of ISRE spin wave
studies started in 2001 when Lewandowski et al. conducted an experiment
with 87Rb , using the experimental methods of laser cooling and magnetic
trapping, in which they detected an "anomalous spin-state segregation"
[127]. The results were almost instantaneously explained as being ISRE in-
duced by three separate groups [128, 129, 130], shortly followed by another
experimental spin wave study by the same group [131]. In 2008 Du et al.
also observed an "anomalous spin segregation", this time in a Fermi gas of
6Li [132] and again theoretical explanations followed rapidly [133, 134]. In
a 2009 article Du et al. reported results about controlling the spin current
in 6Li [135]. Other recent studies involving ISRE induced spin transport
include a study of spin self-rephasing by Deutsch et al. [136], and two other
experimental studies by McGuirk et al. [137, 138].

Spin waves in liquid 3He

Another system where spin waves have been studied is liquid 3He. In liquid
3He the spin transfer phenomena are explained by means of a molecular
�eld [117], a mean �eld method, the fundamental origin of which lies in
the quantum mechanical exchange interaction. Only two years later, in
1972, Corruccini et al. reported measurements of spin waves in liquid
3He systems [139]. The next spin wave experiments were reported more
than ten years later [140, 141, 142], when also the interesting observation
of homogeneously precessing domain (HPD) was reported [143, 144]. The
HPD was later identi�ed as a Bose-Einstein condensation of magnons by
Bunkov and Volovik [145, 146]. A magnon is a quantized spin wave, a
quasiparticle.

Summary

Altogether exchange interaction spin waves have been studied in six di�er-
ent systems. These are listed in table 3.1. In terms of equation (3.5) there
are four parameters a�ecting the behaviour of this type of spin waves: D0,
ε, µ and γ.

The �rst term, D0, is the spin di�usion coe�cient in unpolarized gas
and the e�ect of the di�erence between fermions and bosons through ε
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Regime ε µ γ
3He - liquid −1 n/a −
3He - gas −1 −/+ −
H↓ - nuclear +1 − +
H↓ - electron +1 − −
87Rb - gas +1 n/a −/+
6Li - gas −1 n/a −/+

Table 3.1: Exchange interaction spin wave experiments and the signs of the
important parameters.

is straightforward. The value of µ, including sign, depends on both tem-
perature and the quantum states involved in the collision. The relevant
quantum states again depend on the magnitude of the magnetic �eld. For
example our experiments with doubly polarized hydrogen are conducted
in high magnetic �eld and the electron S and nuclear I spins are good
quantum numbers independently. As mentioned in section 2.2.5, recent
alkali-gas experiments usually utilize reasonably low magnetic �elds and
therefore a good quantum number describing the atomic states is the total
spin F = I + S + L (where L is the electron orbital angular momentum).
In reference [114] (and references therein) Bouchaud and Lhuillier discuss
these two regimes in terms of the hydrogen atom and present the tempera-
ture dependent quality factors µ for both hyper�ne spin waves (low �eld),
and electronic spin waves (high �eld). This was possible due to the simplic-
ity of the hydrogen atom (and gaseous helium) as the interaction potentials
were known.

The gyromagnetic ratio γ de�nes the direction and strength of the spin
wave response to gradients of the magnetic �eld. For example the previ-
ously detected nuclear spin waves (γn is positive) in atomic hydrogen are,
borrowing the naming practice used in dilute alkali experiments, "low �eld
seekers", which are e�ected by the local magnetic �eld minima as potential
wells, as opposed to the eletronic spin waves reported in paper V, which
are "high �eld seekers" due to γe being negative and react to magnetic �eld
maxima as minima of their potential.
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3.2 Experimental apparatus

The experiments with spin polarized atomic hydrogen were done in a cryo-
stat using a dilution refrigerator as the �nal cooling technique. As with
BEC experiments, the purpose of the experimental setup is to cool a sam-
ple of gaseous atoms to low enough temperatures allowing experiments in
the quantum regime.

In open traps, such as the magneto-optical traps, only the gaseous sam-
ple of atoms is cooled and it remains fully thermally insulated from the rest
of the experimental apparatus, whereas in a dilution refrigerator the coldest
spot of the setup is the mixing chamber, to which the sample is mechan-
ically attached. The fundamental di�erence between these two methods
is that the spin polarized hydrogen gas is in contact with the walls of its
container.

This physical contact allows the application of strong compression of
the sample gas using liquid helium as piston and consequently very high
densities can be reached, compared to alkali BEC experiments.

The experiments described here are another stage in a continuum of
experiments conducted over several decades and the relevant changes for
the experiments described in this thesis were the construction of a new
experimental cell (the functional part inside which the sample is created
and manipulated), including a new compression volume and a modi�ed
liquid helium level meter for controlling the compressions.

3.2.1 Overview

The main parts of the experimental setup are a cryostat with a dilution
refrigerator, a 6 Tesla superconductive magnet, a 128 GHz electron spin
resonance (ESR) spectrometer, and equipment for managing hydrogen and
�ne tuning the magnetic �eld. The bottom temperature of our self-made
dilution refrigerator is 20 mK and its maximum circulation rate is 300
µmoles/second. The high homogeneity superconducting magnet is manu-
factured by Donetsk Physical-Technical Institute (Ukraine) and it can reach
a �eld of 6 T with a homogeneity of 2 · 10−6 in 1 cm diameter sphere. The
magnet is equipped with a set of shim coils and a sweep coil, each having
their own persistent switches allowing individual control.
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3.2.2 Changes in the ESR spectrometer circuitry

The main detection method of these experiments is the ESR spectrometer,
the construction and operation of which is described in detail in reference
[147].

During these experiments the possibility of using pulsed excitation and
recording the subsequent free induction decay signal was introduced by
adding a SpinCore Technologie Pulse Blaster DDS-II-300 radio frequency
pulse generator. In addition to being capable of providing shaped pulses
of chosen center frequency the rf generator provides the �rst intermediate
frequency for continuous wave (CW) detection. This arrangement allows
switching between pulsed and CW measurements almost instantaneously,
and both methods can be used within the same experiment cycle. The
components added to the ESR spectrometer circuitry are shown in red
in �gure 3.1. The pulsed spectra are recorded with an Agilent U1082A
(AP240) digitizer capable of 1 GHz sample frequency. The digitizer card
is within the computer controlling the experiment, whereas the CW signal
is processed with a dual channel lock-in-ampli�er before data collection to
the computer.

3.2.3 The new experimental cell

The experimental cell, the heart of the apparatus where the �nal manip-
ulation and probing of the sample gas happens, was redesigned for these
experiments. The most signi�cant change within the experimental cell was
the fully plastic composition of the sample volume container. The basis
for the modi�cations was the cell with an all-copper construction used in
previous experiments, which were reported in paper IV. The construction
of this �rst generation compression cell is described in reference [92].

Sample volume, plastic container

The all-plastic sample volume container was machined out of a block of
Stycast 1266. The purpose of this choice of material was to minimize the
amount of magnetized media around the sample.

The sample volume itself is a thin walled ≈ 6 mm long polyimide (Kap-
ton) tube with an outer diameter of 0.5 mm. It was made out of an insulated
copper wire by etching out the copper with nitric acid. One end of the tube
was glued perpendicularly to a 12.5 µm thick Kapton foil and a support
disc made of Stycast was then glued to the bottom of the foil around the
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Figure 3.1: Schematic of the 128 GHz ESR spectrometer. The modi�ca-
tions to the setup described in [147], which allow the pulsed recording of
free induction decay signals, are drawn in red.

tube. The Kapton foil seals the top of the sample volume. Subsequently
this composition was glued to the rest of the container.

Even though the support disc was not originally designed to be in con-
tact with the sample tube, while gluing the support disc a meniscus of
Stycast ≈ 0.5 mm in height was formed outside the tube between the tube,
the Kapton �lm, and the Kapton �lm support disc. This meniscus is shown
in �gure 3.3.

The Kapton foil surface on top of the container was coated by sputtering
with a thin (1µm) layer of gold, which serves as the �at mirror of the
Fabry-Pérot cavity. In order to couple the hydrogen sample to the cavity
�eld a ≈ 0.4 mm diameter area centered on top of the sample tube was
masked before sputtering, thus leaving a sub-critical ori�ce which allowed
an evanescent tail of the ESR �eld to penetrate to the sample volume inside
the Kapton tube. The e�ective length of the evanescent �eld was estimated
to be ≈ 80µm. With this arrangement a highly inhomogeneous excitation
�eld could be generated. The inhomogeneity of the rf �eld is one of the
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Figure 3.2: The modi�ed experimental cell. Cross-sections of the sample
and compression volume, Fabry-Pérot resonator (FPR), capacitive helium
level meter, liquid helium coolant volume, and the connecting tubing are
shown. The sample volume consisting of a Kapton tube surrounded by
liquid helium coolant volume is entirely made of plastic, apart from the
gold coating on its top side, acting as the �at mirror of the FPR.

necessary conditions for exciting spin waves.
The space inside the container surrounding the sample tube serves as

a liquid helium (l-He) coolant volume and is connected via stainless steel
tubes to a heat exchanger bolted to the mixing chamber. The liquid helium
coolant was crucial for the success of high compression ratios, reducing
overheating due to recombination heat.

Comparison of experimental cell generations

The experimental cell described above and shown in �gures 3.2 and 3.3 was
the cell used in the spin wave experiments reported in paper V. It is the
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Figure 3.3: Close-up of the experimental cell.

third compression cell and the second cell with an all-plastic construction.
The �rst plastic cell su�ered from instabilities of the gold coated �at

mirror and it had a superleak at the top of the sample volume, preventing
e�cient use of the liquid helium coolant and accurate density and height
measurements of the sample. Importantly though, in this cell there was
no Stycast meniscus right next to the sample volume. Similarly to the
second plastic cell, the copper cell had also magnetized media in the im-
mediate vicinity of the hydrogen sample. The tops of the sample volumes
of these three generations of experimental cells with representative spec-
tra are shown in �gure 3.4. The copper cell spectrum and the spectrum
recorded with the second plastic cell show features on left from the main
absorption peak. The �rst plastic cell without the meniscus on the contrary
never produced data with this second absorption peak. The e�ect of the
magnetization will be discussed in more in detail in section 3.3.4.

Compression volume, pure copper

Below the plastic container is the compression volume into which the atomic
hydrogen sample is accumulated in the beginning of each experiment cycle.
The part containing the compression volume is machined out of extremely
pure copper (> 99.99% purity) and it is thermally coupled to the mixing
chamber via copper rods. The plastic sample volume container is glued
around a thin collar of the copper part in order to allow �exing without
cracking due to di�ering coe�cients of heat expansion.

The atomic hydrogen sample is accumulated from the dissociator via
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Figure 3.4: Spectra recorded with three generations of experimental cells.
a) Copper cell b) Plastic cell without stycast meniscus c) Plastic cell with
a Stycast meniscus around the sample volume.

the �ll line into the compression volume through a small, 0.5 mm diameter
hole on the wall close to the bottom.

The temperature of the sample is monitored and controlled with ther-
mally coupled thermometers (RuO2 thick �lm chip resistors) on the com-
pression volume. The thermometers were calibrated with a 3He melting
curve thermometer in a separate experimental run. The temperature range
in our experiments is between ≈ 220 mK and ≈ 650 mK. Most experiments
have been conducted at temperatures around 370 mK and 480 mK.

3.2.4 Fountain valve and helium level meter

Contrary to the liquid helium coolant which is located in a separate, isolated
volume, the l-He used for compressing the sample is in direct contact with
the hydrogen sample, and in fact a thin �lm of it covers all the walls of the
sample and compression volumes.
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R1 7.5 kΩ
R2 4.5 kΩ
RP 150 Ω
CC 1 pF
CB 9.4 pF

Figure 3.5: Schematic of the TDO driving circuit and values of components.

The reservoir from which the liquid helium is pumped into the hydro-
gen volume is also used for measuring the l-He level. This reservoir, also
referred to as the level meter, is connected to the bottom of the compres-
sion volume through stainless steel piping. Within the piping is a super
leak through which only the super�uid part of the helium can penetrate.
This construction allows pumping the l-He back and forth between the
compression/sample volume and the reservoir by controlling the temper-
ature di�erence between them. For controlling the temperature, a chip
thermometer is connected to the bottom of the level meter, next to the
operating tube connection.

Inside the compression volume the l-He works both as the piston com-
pressing the atomic hydrogen gas towards the top of the plastic sample
volume and as the valve opening and closing the hydrogen �ll line.

Level meter construction

Inside the level meter the l-He is located in the volume between two capac-
itor plates. The capacitor is connected in parallel with an inductor in order
to form an oscillator driven by a tunnel diode oscillator (TDO) circuitry
[148, 149]. The approximate range of the values for the components of the
driving circuitry followed the suggestions given in reference [148], but the
�nal selection was based on two requirements. Firstly, stable oscillation had
to be achieved in the range of a few tens of MHz. Secondly, achieving as
low as possible DC power consumption was preferable. The resistors cause
a DC power consumption of 10 µW, signi�cantly reducing the heat load
compared to the previously used controller. Due to the high sensitivity of
the oscillator the �nal selection procedure was largely trial and error. The
chosen values resulting in oscillation at ≈ 25 MHz are shown in table 3.5.
The accurate values of the inductance of coil LLM and the capacitance of
the capacitor CLM are not known.
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The level meter doubling as l-He reservoir was also redesigned for these
experiments. To improve the accuracy of the level measurement the inner
capacitor plate was made out of a 20 mm long solid copper bar with a radius
of 2.85 mm, instead of the tube used previously. The modi�cation increased
the l-He level change related to the volume of helium pumped between
the level meter and the compression volume. The distance between the
capacitor plates in this high sensitivity region is 0.15 mm leaving a volume
of only 55 mm3 between the plates.

The frequency di�erence between empty and full (of liquid helium)
capacitor is ≈ 190 kHz and with our usual sampling rate of 0.5 Hz the
detection accuracy is a few Hertz. This gives a volume resolution of ap-
proximately 1 nl corresponding to a helium level change of ≈ 0.2 µm in
the sample volume. While calculating the helium level changes the cross-
sections of the hydrogen �ll-line and the helium over�ow-tubing have to be
taken into account too, as explained in reference [150].

Because of this reduced volume directly between the capacitor plates
an extra reservoir was constructed above the inner plate (solid bar) of the
capacitor. This reservoir allowed complete emptying of the compression
volume and opening of the hydrogen �ll line for the accumulation of a new
sample.

Both the capacitor CLM and the parallel inductor LLM where fully en-
closed in a copper shielding to minimize the e�ect of external interference.

3.2.5 Magnetic �elds

Coils

The magnetic �eld in the sample volume is a sum of several individual
sources. The main magnet creating the ≈ 4.6 Tesla polarising �eld also has
a set of linear (Lx, Ly, Lz) and parabolic (Lz2) shim coils for maximizing
the static �eld homogeneity.

In addition to the built-in coils of the main magnet, three sets of coils
wound of a 140 µm diameter superconducting wire were used. Two of these
sets of coils were wound around the radiation shield. One of these sets of
coils was wound in the Helmholtz con�guration (coils separated by their
radius R ≈ 30 mm) and the other one in the anti-Helmholtz con�guration
(coils separated by

√
3R).

The coils in Helmholtz con�guration allow homogeneous �eld sweeps
and the set in anti-Helmholtz con�guration the creation of linear axial �eld
gradients.
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The third coil con�guration was a single coil located directly on top
of the FPR �at mirror. This third coil was added for extra freedom in
generation of non-linear �eld-gradients while measuring the e�ect of the
Stycast magnetization.

Stycast magnetization and total �eld.

During the initial stage of the experiment it became clear that the Stycast
1266 had acquired a small diamagnetic magnetization and the meniscus
in contact with the top part of the sample tube was enough to create
substantial inhomogeneity in the magnetic �eld inside the sample volume.
The Stycast magnetization creates a cylindrically symmetric local �eld with
a maximum at the sample volume wall.

This was not totally unexpected, as similar behaviour has been pre-
viously observed in Stycast cooled to liquid helium temperature. In our
case the magnetization turned out to be much stronger though, which is in
agreement with the temperature being lower.

In order to estimate the strength of the magnetization the di�erence in
the magnetic �eld magnitude between the top of the sample volume and
the local maximum next to the Stycast wall was measured from the spectra
with varying known �eld gradients. The gradients were created with both
the radiation shield anti-Helmholtz coils and the parabolic gradient coil
located directly above the �at mirror of the FPR cavity.

These di�erences were then compared to simulations run with corre-
sponding currents and varying values for the magnetization.

In the simulations all gradient coils and the Stycast sample container
were modelled in detail, according to the experimental setup. This compu-
tationally challenging scenario including large structures but still demand-
ing high local accuracy was feasible because a FEM software, FlexPDE,
with variable and locally adjustable mesh spacing, was used.

The simulations were run in a cylindrically symmetric 2D mesh, because
all the relevant details followed that symmetry. The di�erential equation
being integrated was

∇×
(

(∇×A)−M

4π

)
+ Jparab + JAH = 0 (3.7)

where the magnetic vector potentialA is the variable. Other parameters are
magnetization M and the current densities Jparab and JAH in the parabolic
and anti-Helmholtz coils, correspondingly. In this symmetric case A, Jparab
and JAH are all perpendicular to the computational mesh plane.



38

Due to the relation B = ∇ × A, in cylindrical coordinates it follows
that the radial and axial components of B are

Br =
∂A

∂z
(3.8)

Bz = −1

r

∂(rA)

∂r
(3.9)

An overall match between the measured and simulated �elds for a range
of di�erent gradient coil currents was found with a Stycast magnetization
of M = −0.8 G.

In �gure 3.6 two examples of calculatedB �eld con�gurations are shown.
The top graphs show almost the entire computation grid and the two lower
graphs show increasing magni�cations around the top of the sample volume
area.
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Figure 3.6: Examples of �eld simulations with anti-Helmholtz coil currents
IaH = 0 A and IaH = 1 A.
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3.3 Experimental procedures & results

3.3.1 Recording the spectra

The hydrogen level diagram in high magnetic �eld is shown in �gure 3.7.
The ESR spectrometer couples the states a and d, or b and c, depending
on the resonance conditions, namely the magnetic �eld B and the ESR
frequency f = 2πωL according to ωL = γeB. In these experiments the b-c
transition was utilized.

With our ESR spectrometer two di�erent detection methods were used:
continuous wave (CW) and pulsed ESR.

Continuous wave ESR

In our setup the CW spectra are measured by scanning the magnetic �eld
through the resonance while keeping the micro wave �eld frequency sta-
bilised. Historically the recorded spectra have been shown as a function of
the (magnetic) sweep �eld. As it is the total �eld which de�nes the reso-
nant condition, the areas inside the sample volume with higher local �eld
come to resonance with smaller sweep �eld values and are shown on the
left hand side of the spectra. The single sweep times for the CW spectra
can be adjusted from ≈ 1 s to many tens of seconds.

Figure 3.7: The level diagram of hydrogen atom in high magnetic �eld. The
arrows in the state vectors indicate the directions of electron and nuclear
spins.
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Pulsed ESR

In the pulsed ESR technique, instead of a constant amplitude single fre-
quency microwave, a short pulse with a controllable duration and shape of
the amplitude envelope is sent to the resonator. The pulse creates a small
transversal magnetization and subsequently the free induction decay (FID)
signal is recorded. In the pulsed ESR technique the magnetic �eld is in fact
kept constant during the detection and the frequency distribution during
the excitation pulse is the Fourier transform of the temporal distribution of
the pulse. Naturally the regions of the sample in higher local �eld are re-
sulting in higher frequencies. When the spectra recorded with pulsed ESR
are shown against a frequency axis with rising values from left to right, the
spectra are horizontal mirrors of the corresponding CW spectra.

The possibility of modifying the pulse durations and shapes is an impor-
tant feature of the pulsed ESR technique, because it renders the possibility
of tailored, broadband excitation, with a chosen central frequency. Another
bene�t of the pulsed excitation compared to the CW ESR is that the detec-
tion is separated from the excitation, i.e. the detection is also broadband
and not tied to the scan of the resonance. Furthermore, the FID signals
contain information about the temporal evolution of the spin dynamics. In
practice the FID signals are constructed as an average over many thousands
of individual detections. In our experiments the excitation pulses durations
range from 0.5 µs to 20 µs with a maximum excitation power of ≈ 100 nW.
The maximum achievable tipping angle of the spins with our pulses is a
few milliradians. The FID signal detection is performed at the intermedi-
ate frequency around 100 MHz. We routinely used 1 ns sampling rate with
215-217 samples per detection. The high speed data collection as well as the
averaging is done by the Agilent digitizer. The spectra are then extracted
from the FID signals by calculating their Fourier transforms. And as the
Fourier transform is complex, a two component spectrum corresponding to
both the traditional absorption (symmetric) and dispersion (antisymmet-
ric) signals is received. This computational step provides still other degrees
of freedom for the analysis.

In �gure 3.8 CW and pulsed ESR spectra and the FID it originated
from are shown. The conditions in which these spectra were recorded were
similar. The spectra are very similar but some di�erences are also visible.
This emphasizes the fact that both of these recording techniques and espe-
cially their combination with the possibility for comparisons between them
can be very helpful in understanding the behaviour of the system.
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Figure 3.8: Comparison between continuous wave and pulsed spectra. The
two upper frames show absorption signals (red lines), dispersion signals
(green lines) and their sum of squares (black lines). In the bottom frame
the FID signal corresponding to the pulsed spectrum is shown. The phase
di�erence between absorption and dispersion signals is 90 degrees for both
detection mechanisms, but the total phase of the detected signal is arbitrary
and therefore appropriately chosen during data analysis.
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3.3.2 Experiment cycle

The experiment cycle can be divided into �ve stages:

I Accumulation: Each new experiment cycle begins with heating the
level meter enough to empty the compression volume of helium in
order to open the hydrogen inlet tube. The hold time de�nes the
amount of accumulated hydrogen and thereby a�ects the �nal density
after compression. The maximum densities accumulated with our
hydrogen source were about 5 · 1015 cm−3.

II Pre-compression: Helium is pumped back into the compres-
sion/sample volume by ramping down the heating of the level meter.
The hydrogen sample is compressed towards the top of the compres-
sion volume and into the sample volume. During this ramp the he-
lium level in the level meter drops from the reservoir volume down to
the high sensitivity region, which can be seen as a sharp edge in the
frequency response.

III Pause: As there are also a-state atoms present in the initially ac-
cumulated sample, a pause in the compression is needed for letting
them recombine before reaching high densities. Otherwise the re-
combination heat can lead to a runaway recombination of the whole
sample.

IV Final Compression: After depletion of the a-state atoms the �nal
compression of the doubly polarized sample is conducted. For reach-
ing the highest densities a two stage ramp of the level meter heating
is used, reducing the speed of compression towards the end.

V Sample decay: After reaching a desired level of compression the
heating of the level meter is stabilized and the decay of the sample
begins. During the decay the hydrogen pressure, and therefore vol-
ume, inside the sample volume decreases a�ecting the level of helium
in the other volumes, including the level meter. Knowing the geome-
try of the setup the height of the sample can be accurately calculated
from this decay induced frequency change. The height of the sample
is the distance between the top of the sample volume and the surface
of the compressing helium. Also, knowing the liquid helium density,
the density of the hydrogen sample can be calculated, as explained in
reference [150].
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Figure 3.9: Level meter data of one full experiment cycle. Di�erent stages
of the cycle are marked with roman numerals and separated by red vertical
lines.

3.3.3 Final compression and sample decay

The most important stages during the experiment cycle regarding the re-
sults of the experiment are the stages IV and V. The �nal level meter
heating value down to which it is ramped mostly de�nes the peak density
and residual height (geometry) of the sample. As well as leaving the com-
pression to a very low value, such that the helium level does not even reach
the Kapton tube (sample volume), the sample can also be over-compressed,
so that after the hydrogen density has decayed to zero the sample volume
is �lled with helium. During these over-compressing experiment cycles the
sample usually evolves into a bubble at the top of the sample volume,
fully immersed in the compressing liquid helium. In �gure 3.10 schematics
of three di�erent compression schemes are shown with the corresponding
level meter data.

Determining sample height and density

The height and density of the samples can only be accurately determined
for compressions with a �nal heating value with which the helium reaches
the sample volume but does not fully �ll it after the hydrogen density has
decayed to zero (compression b in �gure 3.10).

During the decay of the sample, when the level meter heating and there-
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Figure 3.10: Three di�erent compressions. a) Low-density compression
ending before helium enters the Kapton tube. b) Medium-density com-
pression: compression helium enters Kapton tube. This leads to higher
densities and well de�ned sample volume geometry. Varying heights can be
achieved. c) High-density compression: due to high pressure of compression
helium the hydrogen gas evolves into a bubble before collapsing.

fore temperature di�erence ∆T between level meter and sample volumes is
kept constant, the density of the sample corresponding to a speci�c spec-
trum can be calculated from the helium level height di�erence; it is simply



46

the density corresponding to a pressure matching the hydrostatic pressure
of liquid helium for the given height di�erence. The height change of the
helium again follows directly from the geometry of the helium volumes and
the di�erence between the level meter frequency values between zero and
non-zero hydrogen densities. For de�ning the geometry the cross-sections
of all the volumes into which the helium rises have to be known. In order
to have an accurate zero density frequency reading it is crucial that helium
does not �ll the sample volume at the end of the decay. The feasible den-
sity range in our experiments is from ≈ 1 · 1015 up to an estimated 5 · 1018

atoms/cm3. These highest densities are reached in the bubbles for which
there is no accurate density data. The highest reliably determined densities
were ≈ 2 · 1018 cm−3.

The densities extracted from the level meter data were compared to
estimates based on calorimetric measurements (recombination heat) and
ESR absorption data. Accurate calorimetric measurements could only be
carried out before �lling the liquid helium coolant volume, because the
heat dissipated directly to the mixing chamber through helium could not
be measured.

In order to determine the height of the sample also the level meter
frequency value corresponding to a liquid helium �lled sample volume has

Figure 3.11: Stage V level meter data for a compression ending with zero hy-
drogen density in a non-helium-�lled sample volume. The hydrogen sample
is deliberately desroyed by strong ESR excitation inducing recombination.
In the end we get an empty space in the compression region, which is used
as a reference of the zero density level.
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to be known. This can be measured by ramping the level meter heating
down enough to �ll the sample volume with helium. After the sample
volume is full of helium, the heating has to be ramped back to a desired
steady-state heating value for the frequency measurement, as the (full and
zero density) frequencies are speci�c to the level meter heating. Once the
sample volume is �lled with helium, as it is sealed from the top, it will only
be emptied after strong heating of the level meter. This usually requires a
heating strong enough to open the hydrogen valve. Comparing the helium
�lled and spectrum speci�c frequencies the heights of the samples can be
calculated, again based on the geometry of the liquid helium volume.

3.3.4 Data analysis

Altogether there are four di�erent variables against which we have com-
pared the behaviour of the spin wave modulations:

• Magnetic �eld gradient

• Hydrogen density

• Sample geometry (height of the cylinder)

• Temperature

The type of the magnetic �eld gradient had the strongest in�uence on the
position, spacing, and behaviour of the modulations, de�ning the basic
structure of the spectra. Depending on the type of the gradient these basic
structures had di�erent responses to variations in the other parameters.
Therefore we �rst categorized the spectra according to the types of the
magnetic �eld gradients. The four di�erent types of gradient are as follows:

• Large negative gradient, for which the magnetic �eld magnitude
increases downwards, away from the rf excitation region at the top
the sample volume.

• Natural gradient, which is the magnetic �eld pro�le without any
in�uence of the external coils. This gradient has a reasonably strong
�eld maximum next to the sample volume wall due to the magnetized
Stycast meniscus.

• Optimized homogeneity, for which the changes in magnetic mag-
nitude have been minimized in the uppermost part of the sample
volume.
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• Large positive gradient, for which the magnetic �eld magnitude
decreases downwards. This is the opposite to the large negative gra-
dient.

In �gures 3.12 and 3.13 these four types of gradient are shown next to
representative spectra. In each of the panels multiple consecutive spectra
from one experiment cycle are shown. Therefore, in each panel the in�uence
of the decay of the hydrogen sample is also visible, the �rst spectrum with
highest density/longest sample geometry being on the top while the last
spectrum with lowest density and shortest sample height is the bottom one.

While the sample decays during the stage of constant level meter heating
both density and height change simultaneously. Using the level meter data
both of these parameters can be extracted, but for a di�ering height/density
combination another experiment cycle has to be performed with a di�erent
hydrogen sample accumulation time or compression curve, or both.

Spectra in large negative gradient

These spectra had multiple strong and well separated peaks on the local
high �eld side of the spectra. The modulation peak positions had a n−1/3

density dependence and their inter-peak distances scaled as the distances
between the maxima of Airy functions, which are the solutions of a di�eren-
tial equation like equation 3.22, with a linear "potential" term; in this case
the term γeδH0. The temperature dependence of these modulations was
very weak, but detectable. The inter-peak distances were slightly increased
at higher temperatures.

Spectra in natural gradient

The spectra in the natural gradient, or more accurately any gradient with a
reasonable local �eld maximum outside the strongest rf �eld excitation area,
had a double peak structure. It was recognized that the second peak always
appeared on the high local �eld side of the main ESR absorption peak (on
the left of the main peak in CW spectra). Also, comparing the data with
the magnetic �eld simulations it was found that the separation between
these two peaks matched the calculated magnetic �eld di�erence between
the ESR excitation area and the local �eld maximum. In quantifying the
source of the second peak it was of great help that we had data from the two
previous experimental cells, which had di�erent magnetic characteristics.
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Figure 3.12: The magnetic �eld pro�les and corresponding spectra for large
negative gradient and natural gradient. The horizontal axis follows the
tradition of CW ESR and it is a mirror image of what is presented in
paper V.
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Figure 3.13: The magnetic �eld pro�les and corresponding spectra for op-
timized homogeneity and large positive gradient. In the upper frame the
horizontal axis follows the tradition of CW ESR. The lower frame spetra
are recorded with pulsed ESR instead.
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Spectra in optimized homogeneity

The modulations in the spectra recorded with optimized �eld homogene-
ity are discreet compared to modulations in the spectra in other types of
gradients. The distinct features in this type of spectra are the low contrast
peaks on the lower local �eld side of the main peak, with a clear hydrogen
sample height dependence. These are the only modulations for which we
have a con�rmed geometry dependence.

Spectra in large positive gradient

The spectra in large positive gradient have a large number of closely sep-
arated modulation peaks. As with the spectra in optimized homogeneity,
the origin of these modulations is still uncertain.

3.3.5 Spin wave simulations

Magnetostatic modes

Following Walker's derivation in [95], we get a wave equation for the mag-
netostatic spin waves. The magnetostatic approximation requires that

∇×H = 0 (3.10)

∇ ·B = 0 (3.11)

with the relation that H = B− 4πM, where M is the magnetization. The
equation of motion for the magnetization is the Landau-Lifshitz equation

dM

dt
= γe (M×H) . (3.12)

We write the magnetic �eld as a sum of the static �eld and the oscillating
part as

H = Hz + heiωt (3.13)

and similarly the magnetization as

M = Mz + meiωt (3.14)

where Mz is the saturation magnetization and large compared to m, which
has only the transversal components mx and my. From (3.10) and (3.11)
it follows that for the oscillating parts it is also required that

∇× h = 0 (3.15)

∇ · b = ∇ · (h + 4πm) = 0. (3.16)
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Because of the condition stated in equation (3.15), a scalar potential Ψ can
be introduced, for which

h = ∇Ψ. (3.17)

Combining the equations (3.16) and (3.17), and using the linear approx-
imation of (3.12) for �nding the relations between the components of m
and Ψ one can �nd the wave equation(

λi

(
∂2

∂x2
+

∂2

∂y2

)
+

∂2

∂z2

)
Ψi = 0 (3.18)

where, in terms of reference [103]

λi =
HzBz − (ωi/γe)

2

H2
z − (ωi/γe)2

. (3.19)

In (3.19) Bz = Hz + 4πMz, where Bz and Hz are the magnitudes of
the corresponding static �eld components, Mz is the saturation magneti-
zation, γe is the electron gyromagnetic ratio and ωi is the frequency of the
magnetostatic mode Ψi.

In the simulations solutions for equation (3.18) were searched numeri-
cally. As with the magnetic �eld simulations, the straightforward script-
ing and the built-in eigenvalue algorithms of FlexPDE allowed running
simulations with various symmetries (1D axial, 1D and 2D cylindrically
symmetric, eq. (3.21), and full 3D without assumptions about symme-
tries, eq. (3.19)) with minimal changes in the scripts. 3D simulations also
allowed testing various geometries by changing the height of the sample
volume, including simulations with a hemispherical bottom of the sample
cell, mimicking the liquid helium meniscus at the lower end of the sample
volume.

The cylindrical symmetry of the sample volume naturally implied that
the solutions should be of the form, again in terms of [103]:

Ψ = ψ(r)e−i(βz+mφ) (3.20)

where ψ(r) has to satisfy the equation(
λi

(
∂2

∂r2
+

1

r

∂

∂r
− m2

r2

)
− β2

)
ψi(r) = 0. (3.21)

In (3.20) and (3.21) m ∈ Z is the azimuthal mode number and β ∈ R is
the propagation constant in axial direction. As shown in [103], the eigen-
frequencies ωi can be labeled with indices (ζ,m, r), where ζ = |β|R and
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R = 0.25 mm is the radius of the sample volume. In the simulations, assum-
ing cylindrical symmetry, β and m were varied manually and simulations
were run for multiple combinations.

Due to the facts that ∇2Ψ = 0 outside the hydrogen volume and that Ψ
must vanish at in�nity, the boundary conditions in the simulations were set
by forcing the conditions λi = 1 outside the sample volume, and Ψ = 0 at
the outer boundary of the simulation mesh. In most of the simulations the
outer boundary was set to 3R in radial direction and to a similar distance
in the axial orientation. At the boundary between the sample volume and
the external computation mesh it was required that Ψi is continuous.

Despite a multitude of various simulated scenarios, no match was found
between the simulations of magnetostatic modes and the experimentally
observed modulation patterns.

ISRE spin waves

Since our experiments are conducted in high magnetic �eld, the conditions
S+ � S and Sz ≈ S ≈ 1 are met. Furthermore, if µ � 1 equation (3.5)
can be simpli�ed to

∂S+

∂t
= D0

ε

µ
∇2S+ + γδH0S+. (3.22)

In the simulations eigenmodes and corresponding eigenfrequencies were
numerically searched for equation (3.22). For D0 the value 5 · 1018/n was
used, where n is the density. 1D simulations with µ ≈ −8 and a linear
gradient of −40 G/cm produced eigenmodes with peak separations match-
ing the ones measured from spectra in large negative gradient. This was
interpreted as a further con�rmation of ISRE as the origin of these modes.

Using these same parameter values eigenmode simulations in 3D were
run for the assumed magnetically trapped ISRE spin wave modes, using the
calculated magnetic �eld pro�les as δH0. A large number of trapped eigen-
modes was found. In �gure 3.14 examples of a few low-excitation modes
are shown corresponding to the magnetic �eld pro�le of the natural �eld
gradient. In �gure 3.15 the calculated eigenmode separations are compared
to a measured spectrum, positioned to the estimated local �eld maximum.
The mode separations are very small compared to the structures in the
measured spectrum.
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3.3.6 Summary

Of the four di�erently behaving modulation patterns observed in the spec-
tra two were clearly identi�ed as following the behaviour expected from
ISRE induced electronic spin waves.

In large negative gradient the spatial separation and density dependence
of the modulations matched the spatial separation of the amplitude maxima
of solutions of equation (3.22) in a linear gradient. The solutions of this
kind of a wave equation in a linear gradient are known as Airy functions.

The other identi�ed magnetic �eld dependent modulation in the spectra
was the trapped spin waves, again following the behaviour expected from a
phenomenon whose time evolution follows equation (3.22). These two clear

Figure 3.14: Examples of calculated eigenmodes in the local �eld maximum
next to the wall of the sample volume. The �eld pro�le is of the natural
gradient type.
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Figure 3.15: Simulated mode separations of magetically trapped ISRE spin
wave modes compared to recorded spectrum in natural gradient magnetic
�eld.

cases were reported in paper V.

On the other hand, there were two types of magnetic �eld gradients in
which the modulations in the recorded spectra were not clearly identi�ed.
It is possible that some of these modulations are explained by the ISRE
induced spin waves, especially the kind of modulations seen in the large
positive gradient. These might well be modes trapped between the top of
the sample volume and a steeply rising magnetic �eld induced potential.

The modes with a sample height dependency seen in magnetic �elds
with optimized homogeneity bear some characteristics of magnetostatic
waves, but their inter-peak separation is too large to be explained with
the simple theory assuming homogeneous external magnetic �eld. Some
of the new computational techniques might allow taking into account the
magnetic �eld variations and be helpful in the analysis.
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3.3.7 Future

In addition to trying to understand the behaviour of the modulations of
the spectra in all available magnetic �eld gradients in cylindrical shapes
of various lengths, the special geometry of a spherical sample available
during the last seconds of strong compression deserves attention. For these
measurements it would also be bene�cial if one could control the level meter
heating accurately enough, or through an automatic feedback stabilize the
hydrogen bubble against implosion due to increasing liquid helium surface
tension.

Another very interesting subject for further studies is the narrow, large
amplitude feature observed within the trapped ISRE spin wave peak, shown
in �gure 3.16. The FID signal of this spectrum has a long constant fre-
quency tail resembling the FID signals reported in references [145, 146]
and interpreted as a homogeneously precessing domain (HPD), or a BEC
of magnons. Curiously the total phase adjustment of the detected sig-
nal resulting in traditional absorption and dispersion components for the
broad background spectrum is di�erent from the phase adjustment needed
for achieving this with the o�set FID signal of narrow component only.
This phase di�erence varied between 90◦ and 180◦ depending on the exper-
imental conditions. The magnetic �eld gradient for the spectrum shown
in �gure 3.16 is between the previously described natural and optimized
homogeneity gradients. It has a local �eld maximum close to the top of the
sample volume.

Also, a more detailed study of the spin transport phenomenon and
especially a more careful measurement of the parameters D0 and µ would
be important. For these the customizable rf excitation pulse pro�les might
prove to be useful.

For all these new measurements a better control of the magnetic �eld
is needed. Rather than creating the local �eld maxima with a static mag-
netization of the Stycast, a controllable set of coils should be used.
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Figure 3.16: Possible observation of homogeneously precessing domain in
atomic hydrogen. The red (absorption) and green (dispersion) curves are
the two components of the Fourier transform. Upper frame: Fourier trans-
form of the full FID signal. Center frame: FID. Lowest frame: Fourier
transform of the FID with an o�set. The �rst 2.3 µs of the FID signal have
been left out of the Fourier transform taking into account only the long
living signal of the narrow feature which coincides with the position of the
magnetic �eld maximum. In the �gure the values of the total phase adjust-
ment φ are also shown. The red (absorption) and green (dispersion) curves
are the two components of the Fourier transform. Upper frame: Fourier
transform of the full FID signal.
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Chapter 4

Conclusions

In the research presented in this thesis the di�erent spin-states of atoms
and electrons have served both as the tools for manipulating the dynamics
of the cold gaseous sample and as the research subject in themselves. In
the Bose-Einstein condensate experiments with 87Rb the di�erent magnetic
sub-states de�ned by the spin-orientations allow, in conjunction with mag-
netic �eld gradients and resonant rf �elds, controlled trapping and releasing
of the sample atoms. Instead, in the experiments with atomic hydrogen dy-
namics it was the dynamics of the spin-states which was the main subject
of the study.

In paper I it was shown that the frequency and phase of the matter
wave interference pattern originating from a Bose-Einstein condensate using
two frequency separated rf �elds follows the frequency and phase separation
of the outcoupling �eld. This result shows that also the dynamics of the
rf �eld has to be taken into account in the interpretation of possibly more
complex future experiments.

In paper II a theoretical model for the outcoupling scenario described
in paper I was introduced. The model is based on a wave-packets consist-
ing of continuous loading of a continous spectrum of atomic eigenstates in
the given potential. An important consequence of this continuity is the lo-
calization of the resulting wave-packet, in contrast to the unphysical in�nite
wave-functions of individual Airy-functions. The wave-packet model also
correctly reproduced the behaviour of the fringe visibility due to unequal
outcoupling rf �elds.

The perturbations in the spectra recorded for the studies presented in
paper IV complicated the analysis of some of the previously executed
clock-shift measurements and deserved further clari�cation. During the
analysis of the new experimental data recorded with a new purpose-built
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experimental setup, the construction of which is described in this thesis, it
became clear that a majority of these perturbations was induced by elec-
tronic identical spin rotation e�ect (ISRE) spin waves. Nuclear spin waves
of this type have been reported before, but in paper V we reported for
the �rst time an observation of electronic ISRE spin waves. It was also
con�rmed that, in addition to modes con�ned solely by material walls of
the experimental chamber, these modes can be trapped in a combination of
material walls and a local magnetic �eld maximum. The experimental veri-
�cation of the long time ago predicted electronic spin waves is an signi�cant
result as it provides the basis for a whole set of new spin-interaction experi-
ments, including e.g. a careful study of spin di�usion coe�cient and a more
detailed and better controlled measurement of the assumed observation of
interlocked spin-precession, a homogeneously precessing domain.
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